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why? il

+ 3.2 billion email accounts.
» 70% spam & phishing emails; >10% undetected.

+ 2.4 billion social networking accounts.
+ 2.6 billion IM accounts.

+ 1 billion WhatsApp
messages per day.
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problem statement 1

+ Glven:
* Sample of n messages with class labels
y.=+1 (spam) or y, = -1 (non-spam).

« Feature mapping: message - feature vector x, e R™.
+ Objective:
* Decision function f so that

y = sign f(x)

holds for future messages.




Discriminative Classifier '""““"".

Approach: Find function f which minimizes
« Empirical classification error (loss):

R[fl = Z; I(y;, f(x;))
and

+ Model complexity (reqgularizer):

QI =111,




Linear Discriminative
Classifier 0""“""

Solve for linear decision function f(X) = <x,w>:
min, X, I(y;, f(x)) + AQIf

Model Loss function | Reqgularizer Q
Perceptron max (0, -y (X)) -

SVM max (0, 1-y f(x)) 1/2|lwlf;
Logistic Reg.  log(1+exp(-yf(X))) 172w,
Linear Reg. (y-f(x))* 1/2]|wlf3

Lasso (y-f(X))? [[wll;



Data Provisioning MM "m

» Task: Continuously collection of labeled data.
* Spam messages:

= From blacklisted IPs, honeypots, user reports, etc.

+ Non-spam messages:

= Public sources (newsletters, moderated groups &
bulletin boards, Enron email corpus etc.)

« Two-way communication.

« Distributed storage.



Text Feature Extraction '""“mm.

s« Word-based feature extraction:

» Parsing & tokenization (e.g. using Apache
OpenNLP, Lucene).

» No stemming.

s Character-based feature extraction:
» Character n-grams (shingles).



Text Feature Extraction '""““"".

+ Feature mapping:

» Binary Bag of Words, Orthogonal Sparse Bigrams,
Sparse Binary Polynomial Hashing.

= No term frequencies (TF) or TF-IDF.
» |L.2-Normalization per instance:

» No explicit feature selection.



Hashing Trick il

« Multiple binary features are combined to one.
+ Example:

You have exceeded the storage limt
6 3 5 1 9 38

+ Binary Bag of Word representation:
x=[1010110110]"



Hashing Trick '"m" ""‘

You have exceeded the storage limt
6 3 1 9 38

« Feature mapping for Binary Bag of Word:

containst he? 1

containshel | 0? 0

contanshave? 1

X =@(message) = | containswor | d? =10
containsexceeded? 1

1

contains You?




Hashing Trick '"m" ""‘

You have exceeded the storage limt
6 3 1 9 38

« Feature mapping with hashing:

containst he or You?
containshel | o orlimt?
X = @(message) = | containshave or st or age?

containswor | d or young?
containsexceeded or ne?

[
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Large-scale
s ores il

» Distributed & iterative methods.

- Given are n message-label pairs (X, VY,).

- Objective function for f(X) = <x,w>:

clw)=2 1(y,,(x, w0 3wl

- Solve for w of decision function f,;

minc(w)

w



Gradient Descent
' il

n

+ Gradient: c'(w)=> 1'(y,,(x;,w))x+ 0w

=1

Y _ 10 ifyz=1
« Example SVM: | =
Xamp (y,2) {—y if yz<1

« Initialize w to all-zeros vector.

* Repeat until w converged:

wew—0c'(w)



Stochastic Gradient
Descent (SGD) o""“""l

. Stochastic Gradients: c¢;'(w)=1" (yl,<xl,w>)x+;w

where ¢'(w)=> ¢ '(w)
=1

* Initialize w to all-zeros vector.

* Repeat until w converged:
- Randomly draw i€{1,...,nJand update

w € w—/J Ci'(W)



Parallelized Stochastic
Gradient Descent .""“""

* Randomly distribute n message-label pairs.

* T>n/ N pairs to each of the N nodes.

» SGD on each machine j to compute w"’

* Average the N computed weight vectors:

1< ()
w=— > w’
P



Alternatives:
ST S

* Given: N nodes, every node has access to
all data.

+ Large-scale Bayes Point Machine:

= For each node: solve Perceptron with random order of
training data.

» Average (normalized) Perceptron solutions:




Alternatives:
Consensus Propagation 0"""""".

* Given: N weakly connected nodes, potentially
non-randomly distributed data.

+ |dea: Decompose minimization problem into
coupled sub-problems | =1,...,N.

. ' 1 |
min Z l(yi,<xl-,W(J)>) + [ N ||W(J)||§
ies"

s.t. w=wh Wke neighbors of node j



Summary '""“""“.

+ As many data as possible for training
with as many attributes as possible.

« Implicit feature reduction by hashing trick.

« Large-scale discriminative classifier based on
(parallelized) stochastic gradient descent.
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Alternatives:
il

* Given: N nodes, data is heavily distributed.

« E.g. attributes of messages are distributed.

s |dea:

» Block-wise decomposition of the minimization
problem.

« Applying alternating direction method of multipliers
(ADMM).
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